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A  Agenda

App Virtualisation vs
VirtualMachines

Why Containerised Apps?

Key Steps to Container Security

Vuln Mgt, Risk Mgt & Compliance
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... & Not Discussed I

»» Control Groups(cgroups)

» Namespaces

»» Capabilities

“ Seccomp

»» Linux Security Mechanisms

s The Docker daemon
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Why App Containers? I

Speed System Kernel is common
Very fast to load and operate
Contained & All dependencies mounted ->Repeatable
Repeatable Separate Execution Environment for
Multiple containers on single OS
Attack Surface |Lightweight
Reduction Incorporate only parts you need
Control Finer-grained execution environments
Lifecycle Ease of integration into DevOps SDL
Multiple Orchestration Platforms
Support All Major OS’s

All Major Hosting Providers
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“eShopOnContainers” Reference Application
Microservices Architecture

Client apps

eShop Mobile App
Xarmarin
C#

I % 2R
rorms

I Docker Host
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Containers as-a-Service I

laaS CaasS PaaS FaaS
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Containers as-a-Service I

Caa$

Container
Operating System

Virtualization

Hardware
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Multi-Tenant CaaS I

Hypernetes: Multi-tenant Container-as-a-Service

- INIEIN

Kubernetes Kubernetes

=
VM VM VM

VM

laaS (Nova) CaaS (Kubernetes)

What Hypernetes does?

Hypernetes envisions a future of **"Container-as-a-Service without laaS"***. The idea is to combine the orchestration power
in Kubernetes and the runtime isolation in Hyper to build the truly secure multi-tenant Caa$ platform.




CaaS of the Future:

What is Hypernetes?

Hypernetes is a secure, multi-tenant Kubernetes distro. Simply put,

Hypernetes = Bare-metal + Hyper + Kubernetes + KeyStone + Cinder + Neutron.

Hypersh is a secure container hosting service. '

ON-DEMAND CONTAINER. PER-SECOND BILLING

OpenStack Keystone

Keystone provides authentication, authorization and service discovery mechanisms via HTTP primarily for use by projects in
the OpenStack family. It is most commonly deployed as an HTTP interface to existing identity systems, such as LDAP.

What Hypernetes does?

Hypernetes envisions a future of **"Container-as-a-Service without laaS"***. The idea is to combine the orchestration power
in Kubernetes and the runtime isolation in Hyper to build the truly secure multi-tenant CaaS platform.

www.senseofsecurity.com.au © Sense of Security 2018 Page 15 — 12-APR-18



vpetechesiock Just won
with this. #devopsdays
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rsenser, End-to-End Security I

DevOps is Agile
So we need to address

End-to-End Security

Security @ Source (Static)
&
Run Time Security (Dynamic)
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rsenser Key Steps to App Container Security
y

End-to-End Vulnerability Management
Container Attack Surface Reduction
User Access Control

Hardening the Host OS & the Container
SDLC Automation (DevOps)
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Attack Surface I

A Single Host to Other Aoolicati
Container Container Containers pplication

Image by: Phil Estes, Container Security, Everything You Probably Should Know, Docker London 2016




Sec/Vuln Injection Points

Host security

Communication with public/private registry

Docker Client

docker bulld
docker pull
docker run

Daemon security

Client <=>daemon
communication

Containers

AT

https://www.rsaconference.com/writable/files/About/security_analysis_of docker.pdf
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Container Security Goals

Discovery & tracking across scale and sprawl|

@ Effective vulnerability management and container-native
intrusion detection program

& Adaptive security that integrates into modern practices and
platforms (DevSecOps)

Update Operational Monitoring, Patching and Incident

9 Response Runbooks

https://www.qualys.com/apps/container-security/
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Container Security Lifecycle Management

& Compliance Summar

I
B0 .
I QDG (1

Develop / Build Test / Modify Release ./
('\' ('\ Production ('\

Use Trusted Images

Reduce Attack Surface

Third Party Components Mgt (SCA)
Sign & Verify Images
Privileged Access & Auth Mgt
Network Segmentation

User Authentication
Vulnerability Scanning

Harden the OS
Ongoing SecOps

Advanced Security Controls

| Vulnerability Management

Adapted from: Ten Basic Steps To Secure Software Containers, Instructions For Safely Developing And Deploying Software In Containers,
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